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Image sequence reactivation in awake V4 networks
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In the absence of sensory input, neuronal networks are far from being
silent. Whether spontaneous changes in ongoing activity reflect
previous sensory experience or stochastic fluctuations in brain activity
is not well understood. Here we describe reactivation of stimulus-
evoked activity in awake visual cortical networks. We found that
continuous exposure to randomly flashed image sequences induces
reactivation in macaque V4 cortical networks in the absence of visual
stimulation. This reactivation of previously evoked activity is stimulus-
specific, occurs only in the same temporal order as the original
response, and strengthens with increased stimulus exposures. Impor-
tantly, cells exhibiting significant reactivation carry more information
about the stimulus than cells that do not reactivate. These results
demonstrate a surprising degree of experience-dependent plasticity in
visual cortical networks as a result of repeated exposure to unattended
information. We suggest that awake reactivation in visual cortex may
underlie perceptual learning by passive stimulus exposure.

electrophysiology | monkey

In natural environments, the visual system is often exposed to
successive, random image patches that are briefly inspected
during periods of fixation. Although the temporal coding of
image sequences has been investigated during active vision by
examining responses to sensory stimulation (1-6), whether and
how cortical neurons and networks encode temporal image
sequences in the absence of sensory stimulation is largely un-
known. Here, we examined the possibility that, during brief
periods of quiescence, stimulus-evoked responses could be “re-
hearsed,” or reactivated, by visual cortical networks previously
activated during stimulus presentation.

Reactivation of stimulus-induced neuronal activity is the
phenomenon by which neurons in selected brain regions exhibit
specific spiking patterns during periods of sleep and quiescent
awake states resembling previously evoked responses. For in-
stance, hippocampal cells firing together during a task period
have been shown to exhibit increased correlations during sub-
sequent sleep (7) compared with the period preceding the task.
Subsequent studies have not only supported the fact that task-
coactivated hippocampal neurons are reactivated together dur-
ing posttask slow-wave (8) and REM (9) sleep, but have also
shown that the temporal firing pattern of responses reoccurs in
the same order as during the task (10, 11). Although reactivation
had originally been reported in the hippocampus as a mechanism
of memory consolidation (12-14), it may constitute a fundamen-
tal property of neural ensembles in many brain areas. Indeed, in
addition to hippocampus, reactivation has been reported in rat
prefrontal cortex (15-17), motor and somatosensory cortex dur-
ing quiescent awake states (18), rat primary visual cortex (V1)
during slow-wave sleep (19), and rat and cat V1 immediately after
stimulus presentation during anesthesia (20-22).

An important issue is whether the reactivation of previously
evoked neuronal activity can be demonstrated in the awake state,
not only during sleep or anesthesia. Indeed, sleep or anesthetized
states are characterized by high synchronous activity due to
widespread oscillations in the same frequency band and a global
decrease in brain activity (23). Conversely, awake reactivation has
been recently demonstrated during quiescent periods in hippo-
campal cells (24-28), and it has been shown to be influenced by
the animal’s current location (25-27, 29), to occur with elevated
precision in novel environments (25, 29), and to represent path-
ways not previously experienced by the animal (28). Furthermore,
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a more recent study (22) found reactivation in awake rat visual
cortical cells in response to a moving dot stimulus swept across
a linear path of adjacent receptive fields following a conditioning
period. Nonetheless, the issue of whether neuronal populations
can exhibit experience-dependent reactivation of evoked activity
remains unclear. Specifically, reactivation of neuronal responses
has been exclusively demonstrated when cells are activated se-
quentially in a temporal sequence. Although sequential firing may
be representative of neuronal firing in areas such as the hippo-
campus—where place cells fire in a specific temporal order as the
animal explores the environment—sequential firing is less com-
mon in sensory cortex, where neuronal responses represent in-
coming stimuli as a complex temporal spiking pattern. For
instance, in visual cortex, neurons with nonoverlapping receptive
fields respond sparsely to successive fixation patches during nat-
ural viewing such that spikes from multiple neurons often occur
coincidentally or at different times during the same viewing epi-
sode (2, 3). Whether neuronal networks can exhibit reactivation
of complex, random patterns, such as those encountered in nat-
ural viewing conditions, is unknown.

We examined here the capacity of neuronal populations to
exhibit reactivation in visual cortical area V4, where neurons
respond to complex image features (30-33) and play a key role in
perceptual learning (34, 35). Response reactivation was in-
vestigated by using a random presentation of image patches
reminiscent of stimuli encountered during successive fixation
episodes during natural viewing. We describe a unique form of
rapid cortical reactivation at the network level induced in the
awake state precisely at the time when a stimulus is expected to
occur. Specifically, we found that repeated, brief stimulation with
random image sequences causes a significant “memory trace” in
a subsequent blank fixation trial and an increased similarity be-
tween the stimulus-evoked response and the network ongoing
spiking pattern.

Results

Response Reactivation in V4 Populations. We performed extracel-
lular recordings using multiple electrodes while monkeys per-
formed a passive fixation task. The stimulus consisted of a 10 x 10-
degree (deg) image encompassing multiple receptive field loca-
tions (Fig. S1). The image was divided into 2 X 2-deg image
patches, and each patch was presented serially in a random spa-
tiotemporal sequence (Fig. S2 and Fig. 14). Each receptive field
was stimulated at least once during sequence presentation, and
25 image patches were presented throughout the 3-s movie (each
image patch was flashed for 120 ms). Each 3-s stimulus trial was
followed by a 3-s blank trial (Fig. 14) triggered by the onset of
a fixation point (the duration of the blank trial was equal to that of
the stimulus trial). Each session comprised 150 stimulus and 150
blank trials. Baseline ongoing activity was assessed over 30 blank
fixation trials before stimulus presentation (prestimulus), and this
condition was repeated following the alternating stimulus-blank
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Fig. 1. Experimental paradigm. (A) Stimulus protocol: Two monkeys per-
formed a passive fixation task. The sequence presentation (stimulus) con-
sisted of 2 x 2-deg patches of a natural scene presented serially in a random
spatiotemporal sequence for 3 s. Each 3-s stimulus trial was followed by
a blank fixation trial of similar duration and was triggered by the onset of
the fixation point. Baseline spontaneous activity was determined over 30
blank fixation trials before stimulus presentation (prestimulus). This condi-
tion was mirrored by 30 blank fixation trials following the alternating
stimulus-blank presentations (poststimulus; these trials were identical to the
interleaved blank fixation trials). (B) Raster plots depicting the responses of
one neuron in one session composed of successive blocks of prestimulus/
stimulus/blank/poststimulus trials. (C) Same as B for a different neuron.

presentations at the end of the session (poststimulus; these trials
were identical to blank fixation trials). Sessions in which the
monkeys did not achieve and maintain fixation for at least 70% of
the trials were excluded. A total of 149 visually responsive cells
were isolated across 19 sessions in two monkeys.

Contrary to expectation, the firing rates of the neurons activated
by the stimulus were increased not only when the movie was pre-
sented, but also during the alternating blank trials (Fig. 1 B and C
and Fig. S3). Indeed, we analyzed the responses of the cells in our
population throughout an extended time window starting with
stimulus offset and ending with the subsequent blank presentation.
By collapsing this time window analysis across trials for all of the
recorded cells (Fig. 2), we found an increase in neuronal responses
to the stimulus followed by a decrease in the intertrial interval, and
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then a pronounced increase immediately after the onset of the
fixation point in the subsequent blank condition (P < 0.001, Wil-
coxon signed rank test; comparing the mean firing rates in the 3-s
window before fixation onset in the blank condition and the 3-s
window after the blank trial onset). The increase in firing rate in
the blank condition raised the possibility that neuronal responses
may exhibit reactivation of the previously evoked spiking activity
during the stimulus trial.

Thus, we tested the hypothesis that repeated stimulus exposure
causes a reactivation (at the same time scale) of the temporal
pattern of stimulus-evoked neuronal responses across the pop-
ulation of cells in the absence of sensory stimulation. To quantify
reactivation across the population of cells, we measured the de-
gree of similarity between the temporal pattern of neuronal firing
in the stimulus and blank conditions. This measurement was done
by using the 2D Pearson correlation coefficient (CC) after time
binning and z-scoring the neurons’ average firing rates (firing
rates were computed for the entire 3 s of stimulus presentation by
using 10-ms bins and then averaged across trials for each condi-
tion; pre, stim, blank, and post were all averaged and z-scored
separately). Because cells with high average firing rates may im-
pact our correlation measure more than those with low firing
rates (36), the responses of each cell were normalized across trials
for each condition (using z scores; Fig. 34; we found that the
mean firing rates were uncorrelated with our Pearson correlation
of z-scored response-time matrices; Fig. S4). Because the increase
in firing rates in the blank condition occurred at the same time as
during stimulus presentation, we measured the correlation be-
tween the two response-time matrices using the same time scale.
To determine the statistical significance of the correlation, we
created a pseudoblank matrix by shuffling the blank z-scored
neuronal responses across time bins and cells, which allowed us
to compare the correlation between the stimulus and pseudo-
blank to the correlation between stimulus and blank (bootstrap
method)—we found that 75% of sessions (24 out of 32) exhibited
significant reactivation [Fig. S54; P < 0.05; this result was cal-
culated from a total of 32 sequence presentations (sequences);
13 sessions contained blocks of two unique sequences; we also
tested significance using a greater number of shuffles and found
similar results; Fig. SSB].

We next assessed the magnitude of reactivation by comparing
the correlation between the temporal responses across the net-
work of cells during the stimulus and blank periods to that be-
tween stimulus and prestimulus. Our expectation was that the
evoked response pattern would be more similar to the blank
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Fig. 2. Neuronal response following stimulus presentation increases during
subsequent blank. The peristimulus time histogram of the average firing
rate across all trials and neurons in our population is shown relative to
stimulus onset. Red lines indicate the onset and offset of the stimulus se-
quence; blue lines indicate the onset and offset of the following blank pe-
riod. Gray lines indicate the onset of the fixation point in both stimulus and
blank conditions (400 ms before stimulus or blank onset). Shaded envelopes
represent SEM of all visually responsive cells (n = 149) in all sessions (19
sessions, 32 sequences).
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Fig. 3. Response reactivation in visual cortical networks. (A) Averaged and
z-scored response-time matrices for one population of cells in each condition
for two different stimulus presentations (sequences 1 and 2) are depicted.
(B) Stimulus specificity of response reactivation. We exposed the network of
cells to two successive stimulus sequences and computed correlations be-
tween the stimulus-blank response-time matrices within the same sequence
and between sequences. (C) The effect of bin size on stimulus-blank cor-
relations using 10-, 60-, and 120-ms bins. Correlations between stimulus and
prestimulus (S-Pre), stimulus and blank (S-B), and stimulus and poststimulus
(S-Post) were compared for all bin sizes. *P < 0.05; n.s., P > 0.05. Error bars
represent SEM.

response than to the prestimulus response. Indeed, we found
that the average response correlation between the stimulus and
blank conditions was greater than that between stimulus and
prestimulus (Fig. 3B; CCs g = 0.10, CCs.pre = 0.02, P = 0.004,
Wilcoxon rank sum test; results from 32 sequences). In addition,
we compared the correlation between the stimulus and presti-
mulus conditions with that between stimulus and poststimulus,
but failed to find a significant difference between the two (CCs_pe =
0.02, CCq_post = 0.03, P = 0.28, Wilcoxon signed rank test; results
from 32 sequences). We confirmed that these differences were
not due to differences in eye movements between the different
conditions (Table S1). Furthermore, we assessed whether reac-
tivation was larger in the first half of stimulus presentation (i.e.,
the first 1.5 s) than in the second half of sequences that elicited
significant reactivation (24 sequences, CCg p first half = 0.15,
CCs.g second half = 0.14, P = 0.10, Wilcoxon signed rank; both
values were significantly different from the correlation between
stimulus and prestimulus conditions P = 0.00001 [first], P = 0.003
[last], Wilcoxon rank sum).

In principle, our results might have been influenced by the size
of the time bin (10 ms) used to measure neuronal activity. We
found that the increase in bin size causes a significant increase in
stimulus-blank correlation [Fig. 3C; 10-ms bins, CCs g = 0.10;
60-ms bins, CCs g = 0.22; 120-ms bins, CCs g = 0.29; F(2, 32) =
3.24; P = 0.04, one-way ANOVA]. Specifically, the 60- and 120-
ms binned stimulus-blank correlation coefficients were signifi-
cantly greater than the 10-ms binned correlation coefficient, but
not significantly different from each other. However, despite the
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fact that correlations increased with bin size, the difference be-
tween the stimulus/blank and stimulus/prestimulus correlations
remained statistically significant for all bin sizes [P = 0.00001 (60
ms), P = 0.0003 (120 ms), Wilcoxon rank sum; correlation values
between the stimulus and poststimulus responses were not sig-
nificantly higher than those between stimulus and prestimulus,

P =0.22 (60 ms), P = 0.27 (120 ms), Wilcoxon rank sum]. In

addition, we found that 72% (23 out of 32) of the 60-ms binned
and 69% (22 out of the 32) of the 120-ms binned sessions showed
significant reactivation (using the pseudoblank and bootstrap
method; results from 32 sequences).

To rule out the fact that reactivation in the blank condition
could be due to a general increase in firing rates of neurons—
possibly caused by a stimulus-independent increase in arousal or
attention—we examined whether the effects described above
exhibited stimulus specificity. We addressed this issue by expos-
ing the network of cells to a second stimulus following initial
stimulation; that is, after the initial completion of a prestim1/
stim1/blank1/poststim1 block of trials, we exposed the same
network to a new block, prestim2/stim2/blank2/poststim2, by
presenting a new stimulus sequence (stim2) consisting of iden-
tical image patches presented in a new temporal order. Using the
same correlation analysis as described above, we compared the
correlation between stimulus and blank periods within the same
sequence (stiml-blankl and stim2-blank2) and between
sequences (stiml-blank2 and stim2-blank1). We found a clear
signature of stimulus specificity —the stimulus-blank correla-
tions within each sequence were significantly greater than those
between sequences (Fig. 3B; mean CCwimin = 0.10; mean
CChetween = 0.03, P = 0.001, Wilcoxon signed rank test; results
from 13 sessions with two unique sequences). Importantly, this
effect was not due to differences in recording stability because
firing rates remained stable between sessions (Fig. S6).

Previous reports of response reactivation have shown that this
phenomenon can occur in the forward or reverse direction (9). To
determine the direction of response reactivation in our study, we
reversed the blank period along the time axis (Fig. 44) and
performed the same correlation analysis using only the sessions
with statistically significant reactivation (24 sequences). We found
that the average correlation between the stimulus and “forward”
blank responses was significantly higher than that between the
stimulus and “reverse” blank responses (Fig. 4B; CCrorward =
0.14, CCreverse = —0.02, P = 0.0000002, Wilcoxon signed
rank test).

Our results so far depend critically on the temporal correlation
between the population responses in the stimulus and blank
conditions measured in a fixed 3-s window. Even though firing
rates in the blank condition clearly increased immediately after
the onset of the fixation spot (Fig. 2), it may be possible that
correlations reached statistical significance even before the 3-s
period following blank onset. To control for this possibility, we
computed the correlation between the 3-s stimulus-evoked re-
sponse and a 3-s moving window response sliding between
stimulus offset and the end of the subsequent blank trial only in
those sessions showing significant reactivation (24 sequences).
We used 60-ms time-binned, averaged, z-scored responses, and
the time window was shifted in 60-ms increments until 4.2 s after
blank onset (Fig. 5). Interestingly, the correlation coefficient
reached a maximum exactly at the starting point of the 3-s win-
dow corresponding to blank onset (Fig. 54; correlation values
were normalized within each session). We further computed the
statistical significance of the correlation as a function of time
(using the pseudoblank and bootstrap method) and found that
the only time window in which the correlation was significant
(i.e., P < 0.05) was the 3-s blank window signaled by blank onset
(Fig. 5B). All together, these results further confirm the signifi-
cance of the temporal correlation between the stimulus and
blank trial responses.

Temporal Dynamics of Reactivation. We examined the temporal
dynamics of stimulus-specific reactivation. To this end, correlations
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Fig. 4. Reactivation only occurs in the forward direction. (4) Averaged and
z-scored response-time matrices of stimulus, blank, and reverse-blank con-
ditions for one session. The “reverse blank” condition is the blank response
reversed along the time axis. (B) Correlation analysis comparing the forward
and reverse reactivations. Only the sessions with a statistically significant
effect were included in this analysis; *P < 0.05. Error bars represent SEM.

were calculated for blocks of two trials and then normalized by the
SD of correlations for all conditions in each session. We per-
formed this analysis on the 24 sequences (from 16 recording ses-
sions) that showed significant reactivation. Fig. 64 shows average
normalized correlation values across sessions—stimulus-blank
correlation increased with the number of stimulus exposures (r =
0.42, P = 0.002). In addition, we found a significant correlation
between stimulus and blank trials (assessed using the bootstrap
method, P < 0.05) even after few stimulus presentations—73% of
sessions were associated with a significant reactivation after 6
stimulus presentations; 94% of all sessions had a significant reac-
tivation after 12 stimulus presentations. We also found that, on
average, ~42% of sessions were associated with significant reac-
tivation for each block of two trials (Fig. S7). Furthermore, the
probability of significant reactivation was increased as the neuronal
population was exposed to more stimulus presentations (r = 0.37,
P = 0.006).

Reactivation Depends on Population Size. Does the strength of
reactivation change when the number of cells in the network
varies? To examine this issue, we used a cell-dropping procedure
to calculate the percentage of populations showing significant
reactivation when the number of cells in the network is gradually
decreased (by using all possible combinations of simultaneously
recorded cells). Specifically, after determining whether the
stimulus-blank correlation was significant (for the entire network
of n cells recorded within a session), we removed one cell from
the population and recalculated the stimulus-blank correlation
for the population of (n — 1) cells, and then assessed the statis-
tical significance of the correlation. This procedure was repeated
until we were left with only one cell. The cell-dropping procedure
was repeated multiple times such that all possible combinations
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of cells were analyzed. We found that whereas 47% of single cells
showed significant reactivation, the percentage of populations
with statistically significant reactivation increased with the num-
ber of cells included in the population (r = 0.94, P = 0.00001; Fig.
6B; we only used neuronal populations that exhibited significant
reactivation in the first sequence presentation, if multiple se-
quences were presented, when all neurons were considered).
Furthermore, we extended our correlation analysis to local field
potentials (LFPs). We observed significant reactivation as well as
significant differences between the stimulus/prestimulus correla-
tions and stimulus/blank correlations (Fig. S8 4 and B and
SI Methods).

Stronger Reactivation in Highly Informative Cells. We further ex-
amined whether the populations of cells exhibiting significant
reactivation are those that are most informative about the stimu-
lus. We tested this hypothesis by determining how much in-
formation about the stimulus is carried by the population response
by computing mutual information between the population
responses and image patches (37). We found that all information
values were statistically significant regardless of whether the pop-
ulation responses exhibited reactivation or not. Interestingly, we
found that populations exhibiting statistically significant reac-
tivation carried more information about the stimulus (Fig. 6C).
That is, the populations of cells (24 sequences) showing statistically
significant reactivation had a statistically higher average mutual
information—0.99 bits—whereas the populations of cells not
showing reactivation (8 sequences) had an average mutual in-
formation of 0.39 bits (P = 0.02, Wilcoxon rank sum test;
Fig. 6C).

Discussion

We have demonstrated that populations of neurons in awake
macaque visual cortex exhibit stimulus-specific, cue-triggered
reactivation of previous evoked responses at the timescale of vi-
sual fixation. We found that the network reactivation of evoked
activity is more robust in larger populations of cells and is ob-
served in both multiple neuron responses and LFP activity. Ad-
ditionally, we have demonstrated that the presence of reactivation
is related to the capacity of neuronal populations to carry in-
formation about the stimulus.

One might argue that our results may be due to stimulus ex-
pectation, arousal, or attention because neurons in visual cortex
are known to increase their responses when a stimulus is expected
or when attention is directed toward it (38, 39). However, al-
though we did observe a firing rate increase in blank trials, the fact
that response reactivation is stimulus specific (i.e., stimulus—blank
within-sequence correlation is greater than that between sequen-
ces) and occurs exclusively in the forward direction argues against
a general modulatory effect due to expectation, arousal, or at-
tention. In addition, the fact that firing rates were normalized
(using z scores) before calculating correlation coefficients argues
against a general modulatory effect on temporal correlations
between stimulus and blank neuronal responses.

Fig. 5. Correlation between the stimulus-evoked response
and a 3-s moving window. (A) Average normalized corre-
lation between the 3-s stimulus-evoked response and a 3-s
window (shifted every 60 ms) moving between stimulus
offset and 1.2 s after blank onset (indicated by the gray
dashed line). (B) Statistical significance of the correlation
coefficient as a function of time. The only time window in
which correlation is significant (P < 0.05) corresponds to the
starting point of the 3-s blank window associated with
blank onset. Represented is the average P value corre-
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Fig. 6. Temporal dynamics of response reactivation, effect of population
size, and mutual information analysis. (A) Stimulus-blank correlation strength
increases with the number of stimulus exposures. Each point represents the
stimulus-blank correlation computed by averaging the z-scored network
responses of two successive trials normalized by SD of correlations within
each session (normalized correlations were averaged across sessions). To
eliminate variability in the total number of trials across sessions, only the first
110 pairs of stimulus-blank trials were included in this analysis. The first and
last points represent the mean correlations for stimulus—prestimulus and
stimulus—poststimulus conditions computed for the 30 trials at the beginning
and end of each session. (B) The probability of a significant reactivation event
increases with the number of cells in the population. The percentage of
combinations of cells showing significant reactivation was determined by
comparing the CCstimulus, Blank With CCstimulus, Pseudoblank- This analysis was ex-
clusively performed on populations that showed significant reactivation. (C)
Neuronal populations exhibiting significant reactivation carry more in-
formation about stimuli. *P < 0.05. Error bars represent SEM.

Our study differs from previous stimulus entrainment reports
involving repetitive stimulus exposure to induce firing at the
same frequency because our stimulus presentation did not occur
at a fixed receptive field location (40, 41). Indeed, our stimulus
presentation is significantly different from that during entrain-
ment—the presentation of image patches occurs at random
locations within a 10 x 10-deg window, thus making it impossible
for image patches to stimulate V4 receptive fields at a fixed
frequency. Furthermore, whereas entrainment studies describe
how neuronal responses are modified immediately following
stimulus exposure, our results demonstrate response reactivation
exactly at the time when stimuli are expected to occur in the
subsequent trial. One could also argue that the refresh rate of
the monitor may be entraining neurons to exhibit reactivation.
However, if this were the case, we would not find a significant
difference between temporal correlations of responses occurring
in the prestimulus/stimulus and blank/stimulus conditions, nor
would we find stimulus specificity in our reactivation events (the
same refresh rate is used throughout the experiments).

Previous studies using voltage-sensitive dye imaging (21, 42)
and single-cell electrophysiology in cat V1 (20) have shown that
ongoing activity resembles orientation map responses to grating
stimuli (42) and natural movies (20), and it can exhibit a memory
trace response immediately after the stimulus is extinguished (20).
Furthermore, “recall” responses were recently found in visual
cortical networks following conditioning with a moving dot stim-
ulus upon presentation of the first dot in the sequence (22).
However, most previous visual cortex reactivation studies have
been performed in anesthetized V1 or during sleep, where the
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spatial similarity between ongoing activity and stimulus-evoked
response was either independent of stimulus history (42) or was
observed immediately after stimulus offset (20). In contrast, we
found clear evidence for reactivation in the awake state in V4
networks at the expected time of stimulus onset while monkeys
performed a fixation task. In agreement with the Xu et al. study
(22), we were able to elicit response reactivation by using the
fixation spot as a trigger stimulus. This is supported by our finding
that neuronal activity in the blank condition increases at the same
time relative to the onset of the fixation spot as in the stimulus
condition and that the correlation between the evoked and on-
going activity reaches the maximum at exactly this time point.

The relationship between the stimulus-induced and ongoing
cortical activity revealed in our study has certain similarities with
the “replay” of neuronal activity in neural circuits mediating ep-
isodic (9, 24, 43) and sensorimotor (44) learning. In those studies,
the temporal firing patterns of multiple neurons during learning
are repeated either during sleep (9, 43, 44) or in the awake state
(25). However, there are major differences between classical re-
play and the effects shown here. For instance, in hippocampal
circuits, replay occurs at irregular intervals, and the replayed
sequences are often compressed (25) or expanded (9) in time. In
contrast, our study reveals reactivation patterns occurring at the
same rate as stimulus presentation that can be externally con-
trolled by a trigger cue. Finally, an important departure from
previous work is our demonstration that neuronal networks in
sensory cortex exhibit reactivation after exposure to a complex,
random temporal stimulation that is representative of stimuli
encountered during natural visual experience.

Altogether, our results are consistent with Hebb’s hypothesis
(45) that simultaneously activated neurons that share a common
experience may form a “cell assembly” that exhibits cue-triggered
recall. Because our stimulus sequence activates the receptive
fields of neurons at different times, spike-timing—dependent
plasticity (STDP) could alter the strength of intracortical synapses
between successively activated neurons to increase their proba-
bility of spontaneous cofiring. Indeed, previous models and ex-
perimental work have suggested that STDP could be a mechanism
by which recurrent excitatory connections could be altered to al-
low the learning of temporal sequences (45, 46). Consistent with
this hypothesis is the fact that the strength of network reactivation
increases with the number of stimulus exposures. Finally, our
results raise the possibility that the capacity of neuronal networks
to reverberate may explain how the brain is able to learn and store
events that occur in time following passive stimulus exposure
during sensory experience (47-51).

Methods

Behavioral Paradigm. All experiments were performed in accordance with
protocols approved by National Institutes of Health’s Guide for the Care and
Use of Laboratory Animals (52). Two male rhesus monkeys (Macaca mulatta)
were trained to fixate on a centrally located fixation point (0.4 deg in size)
within a 2-deg fixation window. To ensure fixation, eye position was con-
tinuously monitored by using an eye tracker system operating at 1 kHz
(EyeLink II; SR Research).

Visual Stimuli. Stimulus trials consisted of 2 x 2 deg image patches randomly
presented in a spatiotemporal sequence. The image patches were clipped
from a larger image (10 x 10 deg) that covered the multiple receptive fields
recorded within a session (we ensured that each receptive field was stimu-
lated at least once during sequence presentation). A total of 25 image
patches were presented for 120 ms each for a total of 3 s. The same se-
quence of image patches was presented throughout a given session. To
determine whether response reactivation is stimulus specific in a subset of
the sessions (13 out of 19), we added another block of trials in which the
same image patches were displayed in a new temporal order. Each block of
trials contained prestimulus, stimulus, blank, and poststimulus conditions.

Electrophysiological Recordings. We used two recording techniques for mul-
tiple single-unit extracellular recordings in visual cortex area V4. First, in eight
of the sessions, we used a custom Crist grid recording technique (51). Micro-
electrodes (tungsten, 1-2 MQ at 1 kHz; FHC) were advanced transdurally
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through stainless steel guide tubes into V4. We recorded up to 10 units si-
multaneously in each session at depths between 200 and 400 pm. Recording
sites were located between 1 and 2 mm of each other. Second, in 11 of the
sessions, we used laminar electrodes (U-probe; Plexon Inc.) consisting of a lin-
ear array of 16 equally spaced contacts. We recorded up to 19 units simulta-
neously in each session. Laminar electrodes were used either along with single
contact electrodes or with multiple laminar electrodes. Real-time neuronal
signals recorded from both electrode types (simultaneous 40-kHz A/D con-
version on each channel) were analyzed by using the Multichannel Acquisition
Processor (MAP) system (Plexon Inc.). Individual neurons were isolated through
spike waveform sorting by using Plexon’s offline sorter program. Recording
sites were selected on the basis of the quality of the signal (signal-to-noise
ratio) and responsiveness to visual stimuli.

Neuronal Reactivation Analysis. \We used z-scored response-time matrices in all
analyses (using 10-ms time bins). We separately assessed reactivation in
neuronal populations and individual cells. We calculated the 2D Pearson
correlation coefficient between two matrices containing the averaged z-
scored firing rates of all of the cells in the recorded population as a function of
time (in different stimulus conditions; see SI Methods). The correlation
measures the degree of association between observed values. Correlation
values range between —1 and +1. Negative values indicate that the firing
rates are anticorrelated; i.e., high values in S are associated with low values

. Dragoi V, Sharma J, Sur M (2000) Adaptation-induced plasticity of orientation tuning

in adult visual cortex. Neuron 28(1):287-298.

2. Vinje WE, Gallant JL (2000) Sparse coding and decorrelation in primary visual cortex

during natural vision. Science 287(5456):1273-1276.

3. Gutnisky DA, Dragoi V (2008) Adaptive coding of visual information in neural pop-

ulations. Nature 452(7184):220-224.

4. Hansen BJ, Dragoi V (2011) Adaptation-induced synchronization in laminar cortical

circuits. Proc Natl/ Acad Sci USA 108(26):10720-10725.

. Wang Y, lliescu BF, Ma J, Josi¢ K, Dragoi V (2011) Adaptive changes in neuronal

synchronization in macaque V4. J Neurosci 31(37):13204-13213.

6. Herikstad R, Baker J, Lachaux JP, Gray CM, Yen SC (2011) Natural movies evoke spike
trains with low spike time variability in cat primary visual cortex. J Neurosci 31(44):
15844-15860.

7. Wilson MA, McNaughton BL (1994) Reactivation of hippocampal ensemble memories
during sleep. Science 265(5172):676-679.

8. O'Neill J, Senior TJ, Allen K, Huxter JR, Csicsvari J (2008) Reactivation of experience-
dependent cell assembly patterns in the hippocampus. Nat Neurosci 11(2):209-215.

9. Louie K, Wilson MA (2001) Temporally structured replay of awake hippocampal en-
semble activity during rapid eye movement sleep. Neuron 29(1):145-156.

10. Skaggs WE, McNaughton BL (1996) Replay of neuronal firing sequences in rat hip-
pocampus during sleep following spatial experience. Science 271(5257):1870-1873.

11. Lee AK, Wilson MA (2002) Memory of sequential experience in the hippocampus
during slow wave sleep. Neuron 36(6):1183-1194.

12. Marr D (1971) Simple memory: A theory for archicortex. Philos Trans R Soc B Biol Sci.
262(841):23-81.

13. McClelland JL, McNaughton BL, O'Reilly RC (1995) Why there are complementary
learning systems in the hippocampus and neocortex: Insights from the successes and
failures of connectionist models of learning and memory. Psychol Rev 102(3):419-457.

14. Buzsaki G (1998) Memory consolidation during sleep: A neurophysiological perspec-
tive. J Sleep Res 7(Suppl 1):17-23.

15. Euston DR, Tatsuno M, McNaughton BL (2007) Fast-forward playback of recent
memory sequences in prefrontal cortex during sleep. Science 318(5853):1147-1150.

16. Peyrache A, Khamassi M, Benchenane K, Wiener S|, Battaglia FP (2009) Replay of rule-
learning related neural patterns in the prefrontal cortex during sleep. Nat Neurosci 12
(7):919-926.

17. Johnson LA, Euston DR, Tatsuno M, McNaughton BL (2010) Stored-trace reactivation
in rat prefrontal cortex is correlated with down-to-up state fluctuation density. J
Neurosci 30(7):2650-2661.

18. Hoffman KL, McNaughton BL (2002) Coordinated reactivation of distributed memory
traces in primate neocortex. Science 297(5589):2070-2073.

19. Ji D, Wilson MA (2007) Coordinated memory replay in the visual cortex and hippo-
campus during sleep. Nat Neurosci 10(1):100-107.

20. Yao H, Shi L, Han F, Gao H, Dan Y (2007) Rapid learning in cortical coding of visual

scenes. Nat Neurosci 10(6):772-778.

Han F, Caporale N, Dan Y (2008) Reverberation of recent visual experience in spon-

taneous cortical waves. Neuron 60(2):321-327.

22. Xu'S, Jiang W, Poo MM, Dan Y (2012) Activity recall in a visual cortical ensemble. Nat
Neurosci 15(3):449-455, $1-S2.

23. Destexhe A, Contreras D, Steriade M (1999) Spatiotemporal analysis of local field
potentials and unit discharges in cat cerebral cortex during natural wake and sleep
states. J Neurosci 19(11):4595-4608.

24. Carr MF, Jadhav SP, Frank LM (2011) Hippocampal replay in the awake state: A po-
tential substrate for memory consolidation and retrieval. Nat Neurosci 14(2):147-153.

25. Foster DJ, Wilson MA (2006) Reverse replay of behavioural sequences in hippocampal
place cells during the awake state. Nature 440(7084):680-683.

26. Davidson TJ, Kloosterman F, Wilson MA (2009) Hippocampal replay of extended ex-

perience. Neuron 63(4):497-507.

wi

21.

Eagleman and Dragoi

in B. Positive correlation coefficients indicate that firing rates are positively
correlated; i.e., high values in S are associated with high values in B. A cor-
relation of 0 means there is no relationship between the firing rates in S and
B. The correlation calculation can be saturated when neurons within the
same population have largely different firing rates, such as when one neu-
ron has very low firing rates and another one has very high firing rates;
hence, responses were normalized using z scores. However, we did not find
a significant relationship between firing rate and correlations (Fig. S4).

Mutual Information Analysis. We binned neuronal responses from each cell
individually in 120-ms bins (the duration of each image frame). We calculated
mutual information using the information breakdown toolbox (37). We
compared the mutual information values between populations showing
statistically significant reactivation (using shuffled responses and boot-
strapping) and those that did not. Additionally, we validated our in-
formation values by shuffling the average firing rates and then performing
the same analysis on the shuffled responses (S/ Methods).
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S| Methods

Receptive Field Mapping. Single units were identified at the be-
ginning of each recording session, and receptive fields were
mapped for all cells by using reverse correlation stimuli. The
range of receptive field sizes was 2—4 deg. Fig. S2 shows an ex-
ample of receptive field mappings from four channels recorded
simultaneously in one session.

Behavioral Paradigm. All experiments were performed in accor-
dance with protocols approved by the National Institutes of
Health and were approved by the Institutional Animal Care and
Use Committee at the University of Texas Health Science Center
at Houston. Two male rhesus monkeys (Macaca mulatta) were
trained to fixate on a centrally located fixation point (0.4 deg in
size) within a 2-deg fixation window. Each trial required that
monkeys fixated for its entire duration while the fixation point
was present on the screen. If monkeys broke fixation, the trial
was aborted, and a stimulus trial was presented to ensure a blank
trial always followed a stimulus trial. To ensure fixation, eye
position was continuously monitored by using an eye tracker
system operating at 1 kHz (EyeLink II; SR Research).

Neuronal Reactivation Analysis. To assess reactivation in single cells,
we computed the Pearson correlation between two vectors con-
taining the averaged, z-scored trial-by-trial firing rates of pairs of
cells recorded within the same session. The Pearson correlation
coefficient between two response-time matrices is defined by:

.5 () (50 7)

e (m e8]

[S1]

where A and B are matrices of z-scored firing rates across the
population, 4 and B are the mean z-scored firing rates of each
matrix, and m and n represent locations within the matrix (A4,,,,
represents a value in matrix A in row m and column 7). Firing
rates were averaged across trials, and cells were z-scored in-
dividually within each condition. Specifically, each cell was z-
scored separately for the pre, stimulus, blank, and post con-
ditions so that we could analyze the similarity in the firing rate
pattern. To determine whether the correlation between stimulus
and blank responses was statistically significant for individual
cells, we shuffled the blank period across bins and calculated the
correlation between the stimulus and shuffled blank period re-
sponses. We performed this comparison 1,000 times to obtain
statistical significance values (i.e., if the stimulus and blank
correlation was greater than that between the stimulus and
shuffled blank 950 out of 1,000 times, then the correlation was
significant). Using this analysis, we found that 75% of all re-
corded sessions (24 out of 32 sequence presentations) exhibited
significant replay (Fig. S54). Additionally, we performed the
same shuffling and comparison 10,000 times to see how statis-
tical significance values would change with more shuffles (Fig.
S5B). We found the same number of sessions (n = 24) con-
taining significant reactivation using both shuffling methods. We
further tested our shuffling method by (i) shuffling across cells,
and (ii) shuffling across bins.

We found that shuffling across cells yields 72% (23 out of 32)
sequence presentations with significant reactivation, whereas by
shuffling across bins we found that 34% (11 out of 32) of the
sequence presentations exhibited significant reactivation. Finally,
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when neuronal responses were summed (averaged), and then the
time bins were shuffled to assess statistical significance, we found
that 62% (20 out of 32) of sequence presentations showed
reactivation. However, we believe that shuffling just across time
bins may be problematic. That is, the cells in our population fire
only sparsely in response to the flashed stimuli (as can be seen in
the examples in Fig. 34). This means that most cells are firing at
low rates for significant time intervals (or they are even silent).
Therefore, shuffling just across time bins may underscore the
importance of cell identity.

We reasoned that if reactivation of stimulus-evoked activity
would occur during the blank period, then the correlation between
the stimulus and blank response matrices would be greater than
the correlation between the stimulus and prestimulus responses.
To rule out the fact that reactivation was simply due to an increase
in firing rates because of stimulus expectation, we presented
different stimulus sequences in consecutive blocks of trials to test
the stimulus specificity of our effects. For instance, after presenting
one sequence for a full session, including prestimulus, stimulus,
blank and poststimulus, we exposed the same population to
a different sequence of image patches. We computed the within-
sequence correlations (i.e., stiml-blankl and stim2-blank2) and
verified whether they were greater than the between-sequence
correlations (i.e., stiml-blank2, stim2-blank1).

Eye Movement Control Analysis. One possible confound in our
assessment of response reactivation is eye movements during
stimulus and blank trials. Indeed, a similar pattern of fixational
eye movements in the stimulus and blank conditions could in-
fluence neuronal responses to possibly inflate the correlations
between the temporal responses in these conditions. To rule out
this confound, we compared the eye traces between the presti-
mulus, stimulus, blank, and poststimulus conditions by averaging
the eye traces across all trials in each condition. However, the
Pearson correlation between the average eye movements in the
stimulus/blank, stimulus/prestimulus, and stimulus/poststimulus
conditions (Table S1) reveals the absence of statistically signifi-
cant correlations for each pair of conditions (P > 0.4 for all
comparisons; Table S1; results from 32 sequences) to rule out
eye movements as a confounding factor. We also performed
a microsaccade analysis after recording to ensure that no dif-
ferences existed between conditions. All conditions had statisti-
cally indistinguishable microsaccade amplitudes (P > 0.05 for all
condition comparisons).

LFPs. Real-time neuronal signals were recorded from multiple
channels (up to 16 channels, 40 kHz A/D conversion on each
channel) by using the Multichannel Acquisition Processor system
(MAP; Plexon Inc). To correct for possible filter-induced time
delays in the LFP signal, we applied the software program
FPAlign provided by Plexon. For analysis of total power, LFPs
were filtered between 1 and 100 Hz by using high- and low-pass
finite impulse response equiripple filters with 60-dB stopband
attenuation. To remove line artifacts, we applied a digital notch at
60 Hz (finite impulse response equiripple, 40-dB stopband at-
tenuation). For analysis of individual frequency ranges, we fil-
tered the data between 8 and 12 Hz for alpha, 15 and 35 Hz for
beta, and 30 and 90 Hz for gamma using equiripple finite impulse
response bandpass filters with 60-dB stopband attenuation. All
filtering was applied by using forward and backward filtering to
obtain zero phase shifts. We discarded all trials that had more
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than three points outside the mean +4 SD to avoid influence of
irregular artifact noise from muscle activity or other sources.

LFP Reactivation Analysis. Another measure of local population
activity is the LFP. Importantly, we found reactivation not only in
multiple single units, but also in LFP activity. Similar to spiking
data, the binned LFP power response-time matrices were z-scored
to eliminate channels with higher power that could bias the cal-
culation of correlations (Fig. S84). Using the same pseudoblank
and bootstrap method as for the spiking data, we found that 84%
of sequences showed significant reactivation in total LFP power
[LFP analyses were only performed on the first sequence pre-
sented in each session if multiple sequences were used (19 ses-
sions); thus, 16 of the 19 sequences were significant]. Additionally,
a significantly higher correlation was observed between stimulus—
blank compared with stimulus—prestimulus for total power-,
alpha-, beta-, and gamma-filtered LFPs (Fig. S8B; total
power: CCStimulus,Blank = 061’ CCStimulus,Prestimulus = 040:
alpha power: CCStimulus,Blank = 030’ CCStimulus,Prestimulus = 010’
beta power: CCsiimuiusBlank = 045, CCsiimulusPrestimuius = 0.27;
gamma power: CCgimutusBlank = 0.38, CCs
all P < 0.05, Wilcoxon signed rank).

timulus,Prestimulus — 0. 147

1. Magri C, Whittingstall K, Singh V, Logothetis NK, Panzeri S (2009) A toolbox for the
fast information analysis of multiple-site LFP, EEG and spike train recordings. BMC
Neurosci 10(1):81-104.
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Mutual Information Analysis. We quantified how much information
about image patches was conveyed in the population response.
We binned neuronal responses from each cell individually in 120-
ms bins (the duration of each image frame) and then used
equispaced bins to discretize responses. We calculated mutual
information by using the information breakdown toolbox (1). This
mutual information calculation can be described by how much of
the maximum information provided by stimulus-evoked differ-
ences in responses is unperturbed by trial-by-trial response var-
iability. Populations carrying more information above noise
about stimuli have higher positive mutual information values.
Specifically, within the toolbox, we used the direct method with
equi-spaced bins and a quadratic extrapolation bias (1). We
compared the mutual information values between populations
showing statistically significant reactivation (using shuffled re-
sponses and bootstrapping) and those that did not show re-
activation. Additionally, we determined whether our information
values were valid by shuffling the average firing rate responses in
120-ms bins across bins and trials, and we then performed the
same analysis on the shuffled responses. We confirmed that al-
tering the temporal response pattern significantly decreases the
mutual information value.

2. Katzner S, et al. (2009) Local origin of field potentials in visual cortex. Neuron 61(1):
35-41.

Firing Rate (spk/s)

]
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Fig. S1. Examples of receptive field maps relative to image position for four simultaneously recorded V4 cells. Receptive fields were mapped by using reverse
correlation stimuli consisting of four 0.5-deg-oriented gratings (0°, 45°, 90°, and 135°) briefly flashed across the receptive field locations. The dashed white
lines represent the 10 x 10-deg image layout. The image was placed on the screen such as to stimulate all receptive field locations. Note that image patches
were presented one at a time in a random spatiotemporal sequence; not all receptive fields would be active at the same time.
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Fig. S2. Example image used in the reactivation experiments. Grayscale image was used to induce reactivation (the grid illustrates the size of each image
patch). Each image patch was randomly presented at a different time at its original location in the image, thus creating a spatiotemporal image sequence.
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Fig. S3. Additional raster plot examples depicting responses of neurons throughout the recording session. Plots are from two isolated neurons recorded
simultaneously during one recording session in the pre- and poststimulus trials (black) and stimulus (red) and blank (blue) trials. Horizontal lines under raster
plot x axes mark the period of stimulus presentation in stimulus trials and the corresponding time period in blank trials.
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Fig. S4. Stimulus-blank correlations are independent of firing rate. We examined the relationship between the average firing rate and average stimulus—
blank correlation for each population of cells in each session. No significant trend between mean correlations and mean firing rates was observed for the
stimulus (filled circles) and blank (open circles) conditions (P > 0.05 for both comparisons). Thus, correlation strength cannot be attributed to an overall change
in firing rate.
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Fig. S5. Distribution of significance values for shuffling and bootstrapping method. (A) To determine the significance of our reactivation, we compared the
correlation between the sequence and blank period to the correlation between the sequence and a shuffled (‘pseudoblank’) period. We performed this
comparison 1,000 times and interpreted values of <0.05 as significant correlation values. (B) We also performed this comparison 10,000 times.
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Fig. S6. Firing rates do not change between successive sequence presentations. To determine whether the stimulus specificity of neuronal reactivation is
related to possible differences in firing rates across different sequence presentations, we calculated the average firing rates during the 3-s stimulus period for
all of the cells in our population (separately for each condition). Specifically, we calculated firing rates in 120-ms bins (for each image patch presentation) and
then averaged them across bins and trials for the prestimulus (Pre), stimulus (Stim), blank (Blank), and poststimulus (Post) conditions and for each block
separately (the first sequence block firing rates are shown in black; the second sequence firing rates are shown in gray). We found no significant difference
between firing rates associated with sequence 1 and 2, indicating that the difference in correlations (within and between sequences) is not due to differences
in firing rates (P < 0.05, Wilcoxon signed rank performed for each condition pair separately, i.e., Seq1pre-S€0q2pre, S€q1stim- S€02stim, €tc.). Notice that overall
firing rates are relatively low due to the image patch presentations as cells responded sparsely when image patches were presented. Error bars represent SEM;
n.s., P> 0.05.
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Fig. S7. Increase in significant reactivation with the number of stimulus exposures. We determined the percentage of sessions that showed statistically
significant correlation between stimulus and blank across trials. Specifically, we determined how many sessions showed significant reactivation for each block
of two trials. We used stimulus and blank response-time matrices containing the average, z-scored responses calculated every two trials. To assess the statistical
significance of the reactivation event, we used the shuffling and bootstrapping procedure. We found that, on average, 42% of sessions exhibited significant
reactivation events on a block-by-block basis. That is, for every two stimulus presentations, there was a 42% chance that the neuronal population would exhibit
reactivation. As the population is exposed to more stimulus presentations the probability of significant reactivation increases, as indicated by the trend line.
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Fig. S8. Reactivation effects in LFPs. We extended our analysis to LFPs, because LFPs reflect the summation of signals originating from ~250 pm around the
electrode tip(2). LFP traces were filtered by using high- and low-pass filters or band-passed filtered for alpha (8-12 Hz), beta (15-35 Hz), or gamma bands (30—
90 Hz; see SI Methods, LFPs for filter descriptions); we then applied a 60-Hz notch filter if the frequency range included 60 Hz. We assessed power in time-
binned intervals for filtered LFPs. The length of each bin varied for each band-pass filtered LFP to ensure accurate calculation of power for each frequency band
(i.e., total, 200 ms; alpha, 120 ms; beta, 80 ms; and gamma, 30 ms). Similar to the spike data, the binned power plots were z-scored to eliminate channels with
higher power biasing the calculation of the correlation. We also found that the correlation between the stimulus and poststimulus was greater than that
between the stimulus and prestimulus for the total, alpha-, and gamma-filtered LFPs, but not for the beta-filtered LFPs (total power: CCstimulus, prestimulus = 0.40,
CcStimqus, Poststimulus, = 0.54, P < 0.05; alpha power: CcStimulus, prestimulus = 0.10, CcStimulus, poststimulus = 0.29, P < 0.05; beta power: CcStimqus, prestimulus = 0.27,
CCstimulus, Poststimulus = 0.33, P> 0.05; gamma power: CCstimulus, prestimulus = 0-14, CCstimulus, Poststimulus = 0.36, P < 0.05, Wilcoxon signed rank). (A) Averaged and z-
scored plots of total, alpha-, beta-, and gamma-filtered LFPs (respectively, from top to bottom) during each session condition. (B) The correlation between
stimulus and prestimulus is significantly lower than the correlation between stimulus and blank for all frequency bands. Additionally, the correlation between
the stimulus and poststimulus was significantly higher than the correlation between stimulus and prestimulus for total, alpha and gamma bands indicating that
reactivation extended beyond the stimulus/blank fixation trials. *P < 0.05; n.s., P > 0.05. Error bars represent SEM.
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Table S1. Changes in eye position across conditions do not account for response reactivation

Eye position Stim/Blank Eye position Stim/Pre Eye position Stim/Post
Trace Correlation P value Correlation P value Correlation P value
Eye x axis 0.28 + 0.10 0.40 0.29 + 0.08 0.44 0.12 + 0.10 0.61
Eye y axis 0.38 + 0.11 0.57 0.14 + 0.08 0.53 0.19 + 0.08 0.52

To determine whether eye movements had an effect on the neurons’ capacity to show reactivation, we
compared eye movements in the stimulus period to blank, prestimulus, and poststimulus conditions. We averaged
the horizontal (x axis) and vertical (y axis) eye traces across trials in each condition (stimulus, blank, prestimulus,
and poststimulus). We then computed the Pearson correlation coefficient between the averaged traces for stim-
ulus and blank, stimulus and prestimulus, and stimulus and poststimulus conditions. The statistical significance of
the correlation was assessed by using the shuffling and bootstrapping method (described in SI Methods, Eye
Movement Control Analysis). We found that none of the correlations were statistically significant, hence indicat-
ing that eye movements were not a confounding variable in our study. Errors are reported as SEM.
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